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 In this paper, the ANFIS network was optimized using three algorithms comprising 
the Particle Swarm Optimization (PSO), Firefly Algorithm (FFA), and Genetic 
algorithm (GA) for the first time. To ameliorate the ability of the numerical models, 
the Monte Carlo simulations were utilized. Moreover, in order to assess the 
simulation outcomes, the k-fold cross validation technique was implemented. 
Initially, using all inputs, five different parameters were used for producing the 
ANFIS, ANFIS-GA, ANFIS-PSO, and ANFIS-FFA methods. After that, a 
computational fluid dynamics (CFD) model simulated the discharge coefficient 
(DC) and the outcome of all simulations were compared. The analysis of the 
results demonstrated that the ANFIS-FFA model approximates the DC with higher 
precision. For instance, the amount of the coefficient of determination and the 
scatter index were surmised as 0.961 and 0.039. Also, the side weir height ratio to 
the upstream depth (P/y1) was detected as the most influential parameter. About 
85% of the DC simulated by the ANFIS-FFA model had an inaccuracy of less than 
5%. The performed uncertainty analysis proved that the best model possesses an 
underestimated efficiency. For this model, the influence of the inputs were 
analyzed in a ±10% range. Finally, a computational code was presented for the 
simulation of DC by hydraulic and environmental engineers. 
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1. Introduction  
 

Generally, the discharge coefficient (DC) is a significant variable for 
designing side weirs. In addition, a side weir is located on main 
channels to divert exceeded flows. This sort of hydraulic structure is 
broadly employed in transmission channels and irrigation-drainage 
systems. The water at the situation of this diversion structure is 
completely three-dimensional and its simulation is crucially important. 
Thus, providing an optimized approach for the DC simulation is 

essential. Owing to complex structure of the water along with the side 
weir, numerous works have been implemented to model the hydraulics 
of this type of structures. Some researches have been devoted to 
experimentally investigate the hydraulics of side weirs  (Ameri et al. 
2016; Crispino et al. 2015; Emiroglu et al. 2017; Granata et al. 2016; 
Karimi et al. 2018; Khameneh et al. 2014; Novak et al. 2012; Onen et 
al. 2013; Paris et al. 2012; Zahiri et al. 2013).  

CFD models are very accurate and cost-effective and require less 
time to run. Recently, CFD models have been utilized to simulate the 
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flow field of side weirs (Abdollahi et al. 2017; Aydin et al. 2013; Aydin et 
al. 2015; Aydin 2015; Aydin and Emiroglu. 2016; Azimi et al. 2014; 
Azimi and Shabanlou. 2015; Azimi and Shabanlou 2018; Mahmodinia 
et al 2014). Several AI algorithms like artificial neural networks (ANNs), 
gene expression programming (GEP), Adaptive-Neuro Fuzzy Inference 
System (ANFIS) and Group Method of Data Handling (GMDH) are 
utilized for modeling various phenomena. Azamathulla et al. 2016; 
Azimi et al. 2017; Bagheri et al 2014;  Chatterjee et al. 2022; Dursun et 
al. 2012; Ebtehaj et al. 2015; Emiroglu et al. 2011; Freitas et al. 2021; 
Ferreira et al. 2021; Khoshbin et al. 2016; Kisi et al 2012; Parsaie and 
Haghiabi. 2015; Roushangar et al. 2016; Sai et al. 2020 successfully 
predict side weirs DC utilizing different AI models. In addition, a group 
of scientists employed various methods such as CFD, analytical and 
artificial intelligence to examine the water and the DC. For example, 
Aydin 2016 compared the free surface alongside the weir estimated by 
the De Marchi method and the FLUENT software. Azimi et al. 2017 
predicted the DC of orifices by a CFD model. They compared the CFD 
performance, ANFIS ,and ANFIS-Genetic Algorithm models and proved 
that ANFIS-GA acts more accurate in simulating the DC. Shafiei et al. 
2020 used a CFD and a Fuzzy-based algorithm in predicting the DC of 
labyrinth weir.They compared the results obtained by the CFD model 
with the Fuzzy-based models and proved that ANFIS-FFA model was 
significantly more efficient. 

In general, meta-heuristic algorithms by inspiration from natural 
mechanisms such as the movement of insects and the evolution of 
living organisms can optimize AI models and significantly increase the 
accuracy of modeling. Furthermore, optimization algorithms are 
significant aspects in this domain of soft computations which are 
increasingly used. For example, Genetic Algorithm (GA), Ant Colony 
Optimization(ACO), Particle Swarm Optimization(PSO), and Cuckoo 
Search(CS), are some of the meta-heuristic optimization algorithms 
which enhance the performance of artificial intelligence models by 
inspiring from various natural phenomena and optimize them. 
Furthermore, an optimization algorithm entitled "firefly algorithm" 
recently developed based on the advanced swarm theory and used by 
many researchers researchers (Azimi et al. 2018a; Ebtehaj and 
Bonakdari. 2016; Ebtehaj et al. 2017). This method emulates the 
behavior of firefly in nature which is associated with lighting. In other 
words, fireflies operate on the basis of blinking characteristics including 
brightness, frequency, and time. The firefly algorithm performs better in 
the global and local optimization than other algorithms. 

The ANFIS network possesses a logical performance in simulating 
different phenomena compared to other AI models. Furthermore, 
different algorithms have been implemented for optimizing ANFIS. In 
the present work, for the first time, a modern meta-heuristic algorithm is 
developed using the firefly optimization algorithm and ANFIS for the 
estimation of the DC. Moreover, the performance of other optimization 
algorithms like GA and PSO are examined and compared with the 
firefly algorithm. To this end, utilizing the inputs, five distinct models are 
produces for each of the ANFIS, ANFIS-GA, ANFIS-PSO, and ANFIS-
FFA models. In the current investigation, the Monte Carlo simulation 
(MCs) and the k-fold cross-validation technique are employed to 
increase the performance of the numerical1 models and verify the 
modeling results, respectively. In the following, the DC is simulated by 
CFD and compared with the AI models. After that, the best 
methodology and the most influential input parameter are identified, 
and the performance of the premium model is evaluated by conducting 
an uncertainty analysis. Finally, a code is presented for estimating the 
DC by engineers. As the novelty of the current study, the DC of side 
weirs was simultaneously simulated using three hybrid metaheuristic 
machine learning (HMML) algorithms and a CFD for the first time. The 
findings proved that the HMML had better performance to model the 
target parameter. DC Prediction of the rectangular side weirs by using 
several HMML algorithms and CFD model is the most important aim of 
the current work; however, assessment of the flow field such as 
contours or vectors of velocity is out of scope of this study. 
 
2. Material and Methodology 
2.1. Experimental model 
 

In the present work, the experimental measurements obtained by 
Bagheri et al. 2014 were employed for verifying the outcomes of the 
numerical models. The laboratory apparatus is consist of an open 
conduit with a length of 8m and a side weir located at a 4.5m distance 
from the main channel inlet.  

The width of the major conduit is 0.4 and the height is 0.6 and the 
main canal is horizontal. As shown in Fig. 1 a slide gate is installed to 
adjust the water in the major canal. Also, the limit of the measurements 
applied for verifying the simulation results is summarized in Table 1. 

 

Fig. 1. Layout of laboratory model. 
 

Table 1. Range of experimental results used for verifying results of 
numerical models. 

 
Maximum Minimum Average 

Standard 
division 

Variance 

F1 0.804 0.088 0.369 0.164 0.027 
b/B 1.513 0.300 0.948 0.504 0.254 
b/y1 6.554 0.347 2.268 1.446 2.091 
P/y1 0.910 0.181 0.645 0.182 0.009 
Cd 0.846 0.281 0.487 0.097 0.009 

 
2.2. Discharge1 coefficient of side weir 
 

Emiroglu et al. 2011 mentioned that the DC of side weirs is in terms 
of the upstream Froude number of the side weir (Fr), the side weir 
length to the main channel width ratio (b/B), the side weir length to the 
flow depth ratio (b/y1), the height of the crest ratio (P/y1), the diversion 
angle of the flow (ψ), and the bed slope of the major conduit (S0) (Azimi 
et al. 2017): 
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The influence of  on the DC is hidden1 in the dimensionless 

parameters b/B. Also, the influence of ψ on the DC has not been 
assessed in the previous studies. Furthermore, Borghei et al. (1999) 
expressed that the channel bed slope effects (S0) in subcritical flow 
conditions are negligible, so we have (Azimi et al. 2017): 
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Therefore, in the following, the factors of Eq. 2 are used for the 
simulation of DC. The input combinations for defining the Fuzzy-based 
models are illustrate in Fig. 2. 

 

Fig. 2. Input parameters combinations for developing artificial 
intelligence models. 

At this work, the Monte Carlo simulations (MCs) are utilized for 
enhancing the capability of the Fuzzy-based models1. The MCs refers 
to any method providing rough results for quantitative problems 
through statistical prototyping. The MCs are mainly utilized for 
describing a method to distribute uncertainties existing in the model 
input to uncertainties of the model output. Thus, MCs is a simulation 
procedure exhibiting uncertainty explicitly and quantitatively. The MCs 
relies on the procedure of explicitly displaying an uncertainty by 
determining inputs as probability distributions. If the intakes describing 
a technique are non-deterministic, then the prediction of forwarding 
performance is necessarily probabilistic. This means that the outcome 
of any study established on intakes represented by likelihood 
distributions is a likelihood distribution itself. In the MCS, the entire 
procedure conducts multiple times (for example, 1000 times). Each 
simulation is named the realization of the method. For single 
realization, all unconfident variables are tested (i.e. an incidental matter 
of the typical allocation for each variables is chosen). Subsequently, 
this method is acted over time (with several inputs) so that the 
implementation of the method can be estimated. It outcomes in a 
considerable numeral of independent and independent outcomes so 
that each of them shows a potential next for the method. The outcomes 
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of independent realizations of the method will come in the form of 
possible distributions of potential results. Hence, results are not in the 
formation of single values, they are as an allocation of likelihoods. 
Likewise, The k-fold cross-validation (KFCV) procedure is operated to 
assess the noted examples' interpretation. The standard evaluation 
technique decides the scope to which the outcomes of statistical 
examination on a data set are generalizable and independent of 
educational data. This technique is especially utilized in foretelling 
applications to decide how beneficial the standard will truly be. In 
general, one round of the KFCV consists of splitting the data into two 
complementary subsets including acting accounting on one of those 
subsets (training data) and validating the computation using other set 
data (testing data). To decrease the distribution, the validation 
procedure is executed several times with various sub-samples and the 
verification outcomes are averaged. In the current work, k is 
considered to be equal to 5. Additionally, the schematic of the KFCV 
procedure and it's dealing with test and train data are displayed in Fig. 
3. 

 

Fig. 3. k-fold cross-validation dealing with observational data. 
 

2.3. Adaptive Neuro-Fuzzy Inference System (ANFIS) 
 

ANFIS (Jang 1993) is a framework based on the integration of the 
Nero-Fuzzy and neural network (NN). To investigate the ANFIS 
architecture, an algorithm with two inputs(x1 and x2) considering 
Takagi-Sugeno if-then fuzzy part and the output y are determined as 
below: 
Rule1:if (x1 is A1) and (x2 is B1) then f1 = p1 x1+ q1 x2 + r1 
Rule2: if (x1 is A2) and (x2 is B2) then f2 = p2 x1+ q2 x2 + r2 
Here, AandB are fuzzy parts, {p,q,r} are the subsequent parameters 
tuned using training mode. The ANFIS system is a network with 5 
different layers1. The initial layer involves fuzzy set input parameters so 
that all nodes are adapted to a function. Due to the suitable 
performance in different studies (Parsaie et al. 2017), the Gaussian 
principle is applied as the membership function (MF). The 
memberships of two members considered with two inputs in a fuzzy 
system are multiplied in each other in the second layer. In fact, fuzzy 
rules are expressed in the form of outcome. Neurons of the third layer 
that are non-adaptive or fix, exhibit the single input membership 
degree. The outcome of single node is estimated in the fourth layer. 
Neurons of this layer1 are adaptive. The fifth layer that only has a non-
adaptive neuron estimates and provides the network outcome 

regarding the input signals from nodes belonging to layer1 to layer4. 
The structure of the ANFIS architecture is drawn in Fig. 4. 

For modeling by ANFIS, the number of iterations is considered 
2000. The optimized amount of the variable is calculated in the trial and 
error procedure so that by considering values, 500-3000 the model 
performance is studied and it is seen that enhancing the number of 
repetitions by greater than 2000 does not own a remarkable impact on 
the outcomes. Moreover, the optimal amount of initial increase, step-
sizes decrease, and initial step sizes are opted as 1.15, 0.9, and 0.01. 
Furthermore, the fuzzy c-mean clustering (FCM) method known as a 
good approach for the fuzzy inference system (FIS) generation 
(Abdulshahed et al. 2015; Gholami et al. 2018; Yaseen et al. 2017; 
Yaseen et al. 2018) is utilized. 

 
2.4. Application of Genetic Algorithm (GA) for training ANFIS 
 

The GA is a revolutionary algorithm proposed (Goldberg and 
Holland 1988). The most significant advantage of this algorithm is its 
ability in global searching which is independent form problem situations 
and has an acceptable performance in solving complex problems. In 
addition to these problems, the trap in the local minimum problem, as 
one of the common problems in optimization problems, is not present 
in this algorithm (Shihabudheen and Pillai. 2018). Considering these 
advantages, GA is a proper tool to train different methods like ANN and 
ANFIS. It should be noted that the application of classical algorithms 
such as back propagation in training ANN and ANFIS models to solve 
complex problems cannot be considered as an efficient tool, because 
they have problems including high simulation time and misleading in 
the local optimization. In this paper, GA is utilized to train ANFIS in the 
simulation of the DC. In the present work, after the determination of the 
initial values related to GA, the initial population is randomly produced 
by this algorithm. In addition, the search for finding the best fitness 
value for modeling the DC is performed through the procedure defined 
in this methodology. The fitness function (FF) introduced in the current 
investigation is a root mean square error (RMSE) providing the 
difference between the predicted and estimated values of the objective 
function as a number (RMSE). After the random creation of the first 
population known entitled "initial chromosomes", the chromosomes 
with the suitable performance in optimizing the fitness function are 
selected and transferred to the next generation. In this case, if the 
performance of the chromosomes is in a way that is acceptable in the 
prediction of the DC, then the completion ends, otherwise a new 
generation is created and the generation optimization process 
continues by generating new chromosomes by GA. The optimization 
cycle in GA is repeated until reaching the optimal answer or the 
number of iterations defined in the algorithm. Once the optimization by 
GA ends, the rest of the modeling continues similar to the classical 
ANFIS. Using the trying and error method, the number of iterations is 
considered equal to 500 so that more increasing this parameter will not 
have an important impact on the optimization outcomes. Furthermore, 
the value of the initial population is considered in the range of 30-300 
and 200 is chosen as the optimized amount. Besides, the percent of 
mutation and crossover for the optimal model are 0.15 and 0.85. The 
ANFIS-GA flowchart for DC modeling is shown in Fig. 5. 
 

 
Fig. 4. Structure of ANFIS network.

 
2.5. Application of Particle Swarm optimization (PSO) for training 
ANFIS 
 

The PSO method presented for the first time by Kennedy 1995 is 
an important evolutionary models in solving non-linear complex issues. 
Some of the most significant benefits of the PSO are: easy 
implementation, low probability of trapping in local minimum, low 

П N

∑

11 fw

2A

1B

2B

y

1w
2w

2f

1A

Adaptive node              Fixed node

Layer 1             Layer 2                  Layer 3                   Layer 4                Layer 5

Fuzzification Rule                Normalization      Defuzzification Summation

П N 3f
3w

2w

22 fw

21 xx

21 xx

1x

2x

 












 


2

i

2

i

Ai
2σ

cx
expxO

i
)(c,x,gaussmf1 

2,1)()(2  iyxwO
ii BAii 

}4,3,2,1{
4321

1

3 




 

i
wwww

w

w

w
wO i

n

i i

i
ii

)(4

iiiiiii ryqxpwfwO 













n

i i

n

i iin

i iii

w

fw
fwO

1

1

1

5



 
Razmi et al. / Journal of Applied Research in Water and Wastewater 9 (2022) 125-140 

 

128 
 

computing volume and high convergence speed. Hence, this algorithm 
is a reliable tool for training intelligent models, which in recent years 
has used many uses in various engineering sciences, especially water 
and hydraulic engineering (Gholami et al. 2018; Qasem et al. 2017; 
Shaghaghi et al. 2017). In fact, in this algorithm, every particle is aware 
of the situations experienced by itself and other particles. If we 
consider the particle i placed in a d-dimensional space of the desired 
problem, its position is defined by Eq. 3. The parameter t defined in this 
Eq. shows the iteration related to the desired particle. The particle 
introduced in this Eq. has velocity so that transfers the desired particle 
to the next generation. The velocity related to the particle i in the tth 
particle is presented by Eq. 4. As discussed, each particle is aware of 
the other particle position, thus each particle should have a memory to 
recall its position as well as others. This memory is evaluated by Eq. 5.  
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Based on the position and velocity definitions, different particle 
positions are updated in each iteration using the best location achieved 
in the population (gbest) and the best solution (pbest). By identifying 
these two factors, the speed and location of each objective are 
adjusted as below: 

))()()(())()()(()()1( ,22,11 tXtptrCtXtptrCtwVtV igiiiiii              (6) 

)1()()1(  tVtXtX iii                (7) 

here,C1 and C2 are learning parameters, r1 and r2 are two random 
parameters in the domain of [0, 1], t is the repetition value and w is the 
inertia weight considered in the range of [0, 1]. Also, according to 
Ebtehaj and Bonakdari 2016 to consider the values of C1 and C2 more 
than 2, the value of these two parameters are considered C1 = C2 = 
2.65. It is necessary that the variables related to the optimization 
algorithms are defined so that the model reaches its optimum state. In 
complex problems such as the present study, classical algorithms such 
as back propagation may become trapped in the local minimum and 
result in model overfitting. Therefore, the selection of the parameters 
related to the optimization algorithm minimizing the fitness function is 
crucially important. The number of iterations is considered 500, so that 
more increasing will not change the fitness function value. The initial 
population is considered in the range of 30-300. In addition, 200 is 
chosen as the optimal value. Furthermore, the values of the minimum 
optimal and the maximum inertia weight are tuned as 0.3 and 0.9. 
The optimization process in PSO is carried out in such a way that the 
pbest belonging to all particles is stored in each generation. After that, 
gbest is found and speed and location of each objective are adjusted 
using these two factors. This cycle continues until the model converges 
or the number of considered iterations ends. Different stages of 
modeling the DC through the ANFIS-PSO approach is presented in 
Fig. 6. 

 

Fig. 5. Flowchart of ANFIS-GA.  
2.6. Application of Firefly Algorithm (FFA) for training ANFIS 
 

Similar to GA and PSO, the FFA is an evolutionary method 
presented by Yang. 2008 regarding the following assumptions: 
1) Regardless of their gender, fireflies are attracted by other fireflies 2) 
the attraction is relative; less bright fireflies are attracted towards 
brighter fireflies. The firefly moves randomly if there is no brighter one 
and 3) by light emitting as much as possible, a firefly attract the bait 
towards itself to share the victim with others. The FFA mimics the 
firefly’s manner in the search for nourishment and social behavior. In 
nature, fireflies voyage by random and individually one that discovers 
the most suitable seduction radiates additional glow and entices others. 

 

Fig. 6. Flowchart of ANFIS-PSO model. 

As the space between two fireflies enhances their ratio of 
absorption decreases. That is, distances has an inverse relation to 
speed and attraction. This method owns 2 essential elements: 
a) Variations of light strength; 

Light strength relies on the cost function magnitude. Hence, in 
minimalization (maximization) issues, the brighter firefly absorbs 
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fireflies with lesser brightness. Presume that n is the population of 
fireflies, xi is the ith term situation and f(xi) is the cost function. Thus, the 
brightness of each firefly is the same as the cost function value: 

nixfI ii  1),(                 (8) 

b) Moving toward brighter firefly 
Single firefly owns a bright characteristic showing how much it is 
robust. This is a relative amount varying by alteration of the space 
between firefly1 i and firefly1 j. The absorption function is determined as 
below: 

2

0)( rer                   (9) 

here, β0 is the absorption degree as a function of r=0 and γ. The 
displacement of Firefly i with the situation xi is computed as below: 

)()()1( jirii xxtxtx                 (10) 

To form ANFIS through the FA, first, the problem environment or 
domain of variables that ought to be optimized, and the ability 
assessment function may be created.. In the current work, RMSE is 
applied as the FF for assessment of the efficiency of the ANFIS 
network trained by the FFA. Single firefly comprises several 
subsequent and antecedent variables. To initial the modeling, the first 
population of FF is defined by random. Each of the fireflies may use the 
ANFIS variables. With regard to the brightness magnitude for each 
firefly, the abortion is calculated and juxtaposed with others and less 
bright FF displacement toward lighter ones. Subsequently, the fitness 
function amount is computed. The procedure repeated till reaching the 
defined repetition or the minimum amount of the favorable FF. The 
algorithm flowchart presented in this study is provided in Fig. 7. 

 
2.7. Computational Fluid Dynamics (CFD) model 
2.7.1. Governing Eqs. 
 

At this work, for unsteady flow simulation and incompressible 
water, the continuity and averaged Naiver-Stocks Eqs. are applied as 
below: 
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where, and  are the speed components and 

axes in the Cartesian coordinate. Furthermore, t,ρ, p, δij, (i,j = 1,2,3), 
and νt are time, fluid viscosity, pressure, Kronecker delta and turbulent 
eddy-viscosity, individually. Eqs. 11 and 12 are used by the FLOW3D 
model to solve the flow field parameters comprising the velocity, 
pressure, etc. Initially, the flow field is in the unsteady circumstance; 
however, it became steady after solving the problem at the end of the 
simulation process. 

In modeling the flow field, the estimation of the free surface is 
significantly vital which is one of the most significant approaches to 
estimate the free surface. The volumetric part of water by the variable 
F. In this method, if a specific cell is full of water, F = 1, otherwise, If 
this cell is empty, F = 0 and 0<F<1 shows that the stated the cell 
possesses both air and water fluids. In the present work, the VOF 
approach is performed to forecast the changes of the water surface. 
The FLOW-3D software was utilized for the simulation of the CFD part. 
The geometry of the structure was produced in the FLOW-3D 
environment. The applied geometry was a three-dimensional model. 

 

 
Fig. 7. Flowchart of ANFIS-FFA model. 
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2.7.2. Boundary condition (BC) 
 

In this paper, for validation of the CFD outcomes, the laboratory 
values measured by Bagheri et al. 2014 are performed. Hence, the 
boundary conditions selected for the CFD method ought to be 
coordinated with laboratory results. Thus, thanks to the certainty of the 
discharge and the flow depth at the main inlet, values of discharge and 
certain flow depths which regarded as the “Volume Flow Rate” BC are 
employed. Moreover, the "Outflow" BC is considered at the main outlet. 
Sidewalls and bottom of the simulation are assumed as the "Wall" BC. 
Furthermore, the upper layer of the flow field is regarded as the 
"Symmetry" BC. 

 

Fig. 8. Changes of RMSE and R2 versus the number of flow field 
computational elements for simulating discharge coefficient. 

 
 
2.7.3. Performance assessment indices 
 

In this paper, to assess the CFD model performance, the 
determination coefficient (R2), root mean square error (RMSE), mean 
absolute percent error (MAPE), and scatter index (SI) are used as 
below: 
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here, the amount of (R)(oberved) i, (R)(predicted) i, ( R )(oberved) i, and n are 
laboratory amount, outcomes predicted by CFD simulation, the 
average of laboratory model, and the number of laboratory 
measurements. It must be stated that five models are produced for 
identifying the most influential inputs. 
 
2.7.4. Meshing 
 
    The computational flow field is gridded by six gridding types. First, 
the number of computational elements (NCE) is considered 220000. 
Then, the value of error is approximated by enhancing the NCE. The 
changes of RMSE and R2 values versus enhancing the NCE for 
simulating the discharge coefficient are illustrated in Fig. 8. As shown, 
by increasing the flow field elements the error value decreases. Finally, 
the flow field is separated by 740600 computational cells. For instance, 
the RMSE and R2 indices for 220000 elements are surmised as 0.060 
and 0.832. In contrast, RMSE and R2 for 740600 computational cells 
are obtained 0.027 and 0.917, respectively. The meshed geometry 
applied is demonstrated in Fig. 9. 
 
3. Results and discussion 
3.1. ANFIS 
 

The accuracy of the ANFIS method is examined. To identify the 
most influential input, five ANFIS models are created via the 
combination of the inputs. Then, by eliminating each of these 
parameters, the best model along with the effective parameter are 
determined. In Fig. 10, the criteria are shown for the artificial 
intelligence models. For example, ANFIS1 estimates DC by utilizing all 
inputs. Such model calculated the R2 and SI criteria as 0.893 and 
0.065. In addition, the (RMSE) and (MAPE) indices for this model are 
also obtained 0.032 and 4.893. Also, four models are developed by 
combining three input parameters (ANFIS 2 to ANFIS 5). To estimate 
the DC by ANFIS 2, the impact of P/y1 is eliminated. In other words, 
that model forecasted the DC by Fr, b/B, b/y1. The R2, SI, and RMSE 
amount for this model are computed 0.800, 0.089 and 0.043, 
individually. Moreover, MAPE for ANFIS 2 is equal to 6.186. For 
modeling the DC by ANFIS 3, the impact of the b/y1is neglected. This 
model approximated the objective function by Fr, b/B, P/y1. Regarding 
the simulation outcomes, ANFIS 3 possesses the highest precision 
amongst the models with three input parameters. For ANFIS 4, the 
impact of the b/B is removed and such model estimated the DC 
utilizing Fr, b/y1, P/y1. Among all ANFIS models, this model has the 
highest level of error. The RMSE and MAPE criteria for ANFIS 4 are 
calculated as 0.049 and 7.835. In addition, the values of the SI and R2  
are 0.101 and 0.742. However, ANFIS 5 estimates the DC values by 
b/B, b/y1, P/y1. For that model, the flow Froude number influence is 
neglected.Based on the results obtained from the simulation outcomes, 
ANFIS 1 is regarded as the premium model. Furthermore, the b/B 
parameter is recognized as the most significant input. 

 

 
Fig. 9. The meshed geometry applied in this study. 
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(a) (b) 

 
 

(c) (d) 

Fig. 10. Comparison of all statistical indices for different artificial intelligence models (a) R2 (b) RMSE (c) MAPE (d) SI 
 
3.2. Optimization of ANFIS 
 

Below, the ANFIS network is optimized. To this end, one of the 
most important optimization algorithms such as GA, PSO1 and FFA is 
utilized. In general, the aim is finding the most optimal possible answer 
through the combination of these algorithms and the ANFIS network. 
 
3.2.1. ANFIS-GA  
 
     In the upcoming parts, the ANFIS-GA models are evaluated. In Fig. 
11 to 15, the criteria of various ANFIS-GA models are juxtaposed with 
each other. Based on the modeling outcomes, ANFIS-GA1 owns the 
highest precision amongst these models. It possesses a good 
correlation with the laboratory data. R2 is approximated 0.938. Besides, 
MAPE and RMSE for ANFIS-GA1 are surmised at 3.964 and 0.024. In 
addition, in the models with 3 inputs, ANFIS-GA2 owns the lowest 
precision. Values of MAPE, R2 and SI are computed 5.676, 0.828 and 
0.082. In comparison with other methods, it possesses a low relation 
with the observational data. For ANFIS-GA3, the RMSE and MAPE 
indices are computed 0.032 and 4.829. Hence, amongst the models 
with three inputs, ANFIS-GA3 owns the best performance. For the 
model, R2 and SI are computed equal to 0.888 and 0.066. In ANFIS-
GA4, the RMSE, MAPE, and SI are at 0.038, 6.157 and 0.078, in turn. 
For ANFIS-GA5, the R2 and SI criteria are individually obtained 0.881 
and 0.068. Thus, ANFIS-GA1 estimates the DC with reasonable 
efficiency. Indeed, the ANFIS-GA models sensitivity analysis 
demonstrates that the P/y1 input is the most important input. 

 
3.2.2. ANFIS-PSO 
 
    The outcomes of the ANFIS-PSO method are evaluated. For the 
ANFIS-PSO1, the R2 and SI indices are at 0.951 and 0.044. In addition, 
MAPE and RMSE for such model are recognized as 3.349 and 0.021. 
However, R2 and RMSE for ANFIS-PSO2 are 0.842 and 0.038, 

respectively. Furthermore, MAPE is estimated 5.359 for this model. 
The ANFIS-PSO3 hybrid model calculates the SI, MAPE, and R2 to be 
372.059, 0.4 and 0.91. Moreover, for the ANFIS-PSO4 model, R2 and 
Si are computed 0.872 and 0.071, in turn. The MAPE and R2 criteria for 
the ANFIS-PSO5 model are, individually, 5.307 and 0.893. The SI and 
RMSE amounts for this model are 0.065 and 0.032, in turn. Based on 
the results of the ANFIS-PSO method, ANFIS-PSO1 possesses the 
highest level of correlation with the observed values. The sensitivity 
analysis of the ANFIS-PSO models exhibits that the P/y1 input is 
detected as the most effective input parameter. 
 
3.2.3. ANFIS-FFA  
 

The accuracy of the ANFIS-FFA methodology are studied. ANFIS-
FFA1 predicts the DC values utilizing all inputs. For this mode, the 
RMSE and SI are, in turn, 0.019 and 0.039. Moreover, R2 is 
approximated 0.961 for this model. As discussed above, in the present 
investigation, the impact of the inputs are eliminated for identifying the 
most significant input on the DC and the ANFIS-FFA2 to ANFIS-FFA5 
methods are produced. As an example, for ANFIS-FFA2, the MAPE, 
RMSE, and SI criteria are calculated 4.834, 0.037, and 0.076, 
individually. Furthermore, R2 is estimated equal to 0.853 for this model. 
In the models with three inputs, ANFIS-FFA2 owns the biggest error. 
For ANFIS-FFA3, R2 and SI are obtained 0.943 and 0.047, in turn. 
Moreover, the RMSE and MAPE values are approximated to be 0.23 
and 3.719. For the ANFIS-FFA4 model, the MAPE and RMSEe are, 
respectively1, 4.457 and 0.028. In the following, ANFIS-FFA5 is 
evaluated. For example, the RMSE and SI statistical indices are 
obtained, individually, as 0.029 and 0.059. So, ANFIS-FFA1 possesses 
the highest level of correlation with the observed measurements 
among the ANFIS-FFA methods. The sensitivity analysis of the ANFIS-
FFA methods demonstrates that the P/y1 input is identified as the most 
remarkable input. The scatter plots of these ML methods are illustrated 
in Figs. 11 to 15. 
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(a) (b) 

  
(c) (d) 

Fig. 11. Scatter plots for ML method 1 (a) ANFIS 1 (b) ANFIS-GA 1 (c) ANFIS-PSO 1 (d) ANFIS-FFA 1 
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(c) (d) 
 

Fig.12. Scatter plots for ML method 2 (a) ANFIS 2 (b) ANFIS-GA 2 (c) ANFIS-PSO 2 (d) ANFIS-FFA 2. 
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(a) (b) 

 
 

(c) (d) 

Fig.13. Scatter plots for ML method 3 (a) ANFIS 3 (b) ANFIS-GA 3 (c) ANFIS-PSO 3 (d) ANFIS-FFA 3. 
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(c) (d) 

Fig.14. Scatter plots for ML method 4 (a) ANFIS 4 (b) ANFIS-GA 4 (c) ANFIS-PSO 4 (d) ANFIS-FFA 4. 
 

The ML methods are investigated in more details. In order to 
further study the precision of the ML methods, the discrepancy ratio 
(DR) of the mentioned methods are assessed. The variable is the 
simulated DC to the laboratory value ratio:  

             (18) 

The closeness of the parameter to one exhibits the closeness of 
predicted values to experimental ones. In addition, DRmax, DRmin

 
and 

DRave
 
are also calculated for the ANFIS1, ANFIS1-GA1, ANFIS1-PSO1 

and ANFIS1-FFA1 models.  Furthermore, the changes of DR versus the 
observed DC are plotted in Fig. 16. For example, the DRave value for 
the ANFIS1 model is surmised as 1.005. In that model, the values of 
DRmax and DRmin are calculated, respectively, 1.310 and 0.805. Also, 
the DRave value for the ANFIS1-GA1 and ANFIS1-PSO1 models are 
approximated as 1.003 and 1.0023, respectively. The DRave value for 
the ANFIS1-FFA1 model is equal to 1.0021. Thus, the closest amount of 
DRave to 1 is obtained for ANFIS1-FFA1.  
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(c) (d) 

Fig. 15. Scatter plots for ML method 5 (a) ANFIS 5 (b) ANFIS-GA 5 (c) ANFIS-PSO 5 (d) ANFIS-FFA 5. 
 

  

(a) (b) 

 
 

(c) (d) 
Fig.16. Changes of DR versus discharge coefficient for superior models (a) ANFIS 1 (b) ANFIS-GA 1 (c) ANFIS-PSO 1 (d) ANFIS-FFA 1 

 
3.3. CFD results 
 
    The outcomes of the DC simulation done by the CFD method are 
studied. The scatter plots of the simulated and observed discharge 
coefficients are drawn in Fig. 17. According to the modeling outcomes, 
the R2 and RMSE criteria for the DC approximated by the CFD model 
are surmised as 0.917 and  0.027, in turn; while, the SI and MAPE 
statistical indices for this method are at 0.044 and 4.107, individually. 
As can be seen, the CFD method simulates the DC with good 
performance. 
  

3.4. Superior models 
3.4.1. Relative error 
 

Relative error  outcomes for the ANFIS1, ANFIS-GA1, ANFIS-
PSO1, ANFIS-FFA1 and CFD methods are performed (see Fig. 18). 
Regarding the analysis, approximately 67% of the outcomes modeled 
by ANFIS 1 show an inaccuracy smaller than 5%, while roughly 71% of 
the DC modeled by the ANFIS-GA1 method own an error of smaller 
than 5%. Moreover, the error analysis show that near 18% of the DC 
estimated by ANFIS-PSO1 possess an inaccuracy between 5% and 
10%. The analysis reveals that about 5% of the ANFIS-FFA1 outcomes 
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own an error of greater than 10%. However, almost 28% of the DC 
simulated by demonstrate an inaccuracy between 5% and 10%. The 
error analysis proves that the ANFIS-FFA1 hybrid method is further 

precise than the other models. The inputs b/B and P/y1 are the most 
significant variables. 
 

 

Fig. 17. DC predicted by CFD and comparison with observed values. 
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(e) 

Fig. 18. Relative error distribution for (a) ANFIS1 (b) ANFIS-GA1 (c) ANFIS-PSO1 (d) ANFIS-FFA1 (e) CFD. 
 
3.4.2. Uncertainty analysis (UA) 
 

The UA of the ANFIS 1, ANFIS-GA1, ANFIS-PSO1, ANFIS-FFA1 
and CFD methods is conducted. The predicted error by the models (ej) 
is approximated as the difference between DC predicted (Pj) and 
observed ones (ej = Pj- Tj). The mean value of this inaccuracy is 
surmised as 𝑒̅ = ∑ 𝑒𝑗

𝑛
𝑗=1 , but the standard deviation value of predicted 

error is computed as 𝑆𝑒 = √∑ (𝑒𝑗 − 𝑒̅)2/𝑛 − 1𝑛
𝑗=1 . The negative value of 

𝑒̅ signifies that the ML model underestimates the DC, whilst the positive 
value demonstrates that the ML method overestimates the DC. Utilizing 
the 𝑒̅ and Se amounts, a confidence bound (CB) is built around the DC 
predicted of an error by the Wilson score method, without the continuity 
correction. Besides, by ±1.96Se causes the formation of a 95% CB 
roughly which is denoted by 95% PEI (Azimi et al. 2018b). The 
parameters of the uncertainty analysis of numerical models are listed in 
Table 2. In such table, "width of uncertainty band" is illustrated by 
WUB. Regarding the UN, the ANFIS 1, ANFIS-PSO1 and CFD models 
have an overestimated performance, while ANFIS-GA1 and ANFIS-
FFA1 own an underestimated performance. The Se and 𝑒̅ values for the 
CFD method are surmised as 0.011 and -0.003. The WUB for ANFIS-
FFA1 is calculated at -0.003. In addition, 95% PEI for the CFD model is 
obtained between -0.009 and 0.012. For this model, width of 
uncertainty band is computed -0.011. 
 
3.5. Sensitivity analysis (SA) for the superior model 
 

The SA is implemented for the best method. The SA is an 
applicable approach for showing the impact of inputs on the estimation 
of the DC. Influences of the parameters Fr,b/B,b/y1, P/y1 on Cd are 
evaluated. For example, by assuming other parameters as constant, 

one parameter changes in the range of %10 and the outcomes of the 

superior method for simulating the discharge coefficient are examined 
and the values of different statistical indices are computed. sensitivity 
analysis results of all inputs for the superior model are illustrated in Fig. 
19 to 22. For instance, the SA of Fr illustrates that the maximum value 
of R2 is calculated for 1.01Fr. By contrast, the minimum R2 and the 
maximum RMSE, MAPE, and SI are approximated for 0.88Fr. In 
addition, the maximum error value for the sensitivity analysis of the 
parameter b/B is calculated when 0.9 of this value is taken into 
account. Furthermore, the sensitivity analysis of the dimensionless 
parameter b/y1 indicates that the highest correlation as well as the 
lowest error is achieved when b/y1 is equal to 1. The SA of P/y1 

indicates that the minimum value of R2 is obtained for 1.1 P/y1. 

 

Table 2. Uncertainty parameters for numerical methods. 

Model 𝑒̅ Se WUB 95% PEI 

ANFIS 1 4.183E-09 0.032 -0.005 -0.005 to 0.005 
ANFIS-GA 1 -1.100E-08 0.024 -0.004 -0.004 to 0.004 

ANFIS-PSO 1 1.930E-08 0.022 -0.003 -0.003 to 0.003 
ANFIS-FFA 1 -5.405E-09 0.019 -0.003 -0.003 to 0.003 

CFD 0.001 0.027 -0.011 -0.009 to 0.012 
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Fig. 19. Sensitivity analysis for Fr (a) RMSE (b) R2 (c) MAPE (d) SI. 
 
 

  
(a) (b) 

  
(c) (d) 

Fig. 20. Sensitivity analysis for b/B (a) RMSE (b) R2 (c) MAPE (d) SI.  

  
(a) (b) 

  
(c) (d) 

Fig. 21. Sensitivity analysis for b/y1 (a) RMSE (b) R2 (c) MAPE (d) SI 
 
The efficiency of the best ANFIS-FFA mode is juxtaposed with 

three models including Azimi et al.2017, Bagheri1 et al.2014 and 
Emiroglu1 et al 2011 In Table 3, the criteria approximated for such 
investigations are arranged. As seen, the ANFIS-FFA model has better 
efficiency in terms of correlation and accuracy to model the discharge 
coefficient. 
 

Table 3. The statistical indices computed for investigations. 

Model R2 RMSE MAPE SI 

ANFIS-FFA 0.9608 0.0191 2.8793 0.039 
Emiroglu et al. 2011 0.62 0.137 20.722 0.277 
Bagheri et al. 2014 0.265 0.123 20.78 0.234 
Azimi et al. 2017 0.816 0.0914 15.31 0.165 

 
3.6. Flow field characteristics 
 

The three-dimensional changes of the free flow surface inside the 
major conduit with side weir are shown in Fig. 23. As seen, when the 
flow reaches the side overflow, the excess flow passes over the side 
overflow and is directed into the side tank connected to the side 
overflow. Due to the fact that the flow conditions inside the main 
channel are sub-critical, the water depth grows as the flow progresses 
downstream of the weir. In fact, the flow rate within the major conduit at 
the beginning of the weir is higher than the flow rate inside the main  
channel located at the end of the side weir,and regarding the principle 
of continuity of flow, water depth over weir increases. 
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Fig. 23. Three-dimensional variations of the free flow surface in the 
main channel along side weir. 

 

Pattern of changes of the longitudinal component of flow velocity 
along the side weir for beginning, middle of opening and the end of the 
weir is shown in Fig. 24. Regarding this Fig. in each cross-section, by 
moving from the side of the outer wall to the lateral overflow position, 
the value of the longitudinal component of the flow velocity increases. 
In simpler terms, in each cross-section, the maximum longitudinal 
velocity is predicted near the crest of the lateral overflow. On the other 
hand, according to the pattern of sub-critical flows along the lateral 
weir, the longitudinal velocity decreases as the flow moves towards the 
end of lateral weir. 

 
 

 
Fig. 24. Pattern of changes in the longitudinal velocity of flow along the side weir (a) beginning of weir (b) middle of weir (c) end of weir. 

 
In the following, the two-dimensional changes of the flow velocity 

vectors inside the main channel and on the side weir crest are 
investigated. For this purpose, the changes of the mentioned vectors 
are shown in Fig. 25. As can be seen, the magnitude of the velocity 
vectors increased with the approach to the side weir. 
 

 

Fig. 25. Two-dimensional variations of flow velocity vectors for side 
weirs. 

4. Conclusions 
 

In this paper, we implemented GA, PSO, and FFA to optimize the 
ANFIS system for simulating the DC. In other words, five distinct 
models were introduced for each of the ANFIS, ANFIS-GA, ANFIS-
PSO and ANFIS-FFA methods. The analysis of the outcomes identified 
the best model along with the most significant inputs. After that, the DC 
was simulated by a CFD method. 
- The results indicated that the ANFIS-FFA optimized model estimated 
the DC with significant higher precision.  
- The RMSE, MAPE, and SI criteria for this method were as 0.019, 
2.879 and 0.039.  
- About 5% of the DC estimated by this model had an error more than 
10%.  
- By implementing an UA, the CFD method overestimated the DC and 
the superior ANFIS-FFA model underestimated the DC value.  
- SA demonstrated that the impact of all inputs on the estimation of the 
DC was evaluated in a %10 range.  

- Finally, a MATLAB code was proposed for computing the DC in 
practice by engineers. 
As the most important limitation of this study, the side weirs DC cannot 
be predicted explicitly using an Eq. by the ANFIS-FFA model. For 
overcoming this challenge, other machine learning algorithms can be 
applied to present the explicit Eq.s. 
 
Appendix 
 

The MATLAB code for estimating DC regarding the ANFIS-FFA 
(the superior model) is presented in the following Box. 

 

 
Box A1. MATLAB code for the estimation DC. 
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